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Current View of VHE Gamma-Ray Sky

• ~200 very high energy (VHE; >50 GeV) blazars by Fermi/LAT (see 
the 2FHL catalog) 

• ~70 VHE blazars by imaging atmospheric Cherenkov telescopes 
(IACTs; see TeVCat)

©TeVCat



VHE Extragalactic Sky Survey by CTA

• Future survey will enable 
us to study 

• High energy phenomena 
around SMBHs 

• Cosmological evolution 
of blazars 

• We have investigated the 
expected source counts  
(YI, Totani, & Mori ’10; Dubus, YI+’13; YI, 

Kalashev, Kusenko+’14 ).

ph cm!2 s!1 units (F1000) and spectral index ðCÞ furnished by the
2FGL catalog. For each individual source, we adopt the correspond-
ing power-law or LogParabola parameters prescribed in [5]. Once
the extrapolated flux is fixed, it is weighted with the simulated
CTA effective area for different telescope configurations. Actual sta-
tistical significances were calculated using Eq. 17 in [41], assuming
Non (on region) to be the number of source photons plus the num-
ber of photons from the background, Noff fixed at the background
rate (off-region) and the number a given by the ratio of the sizes
of the two regions, the ratio of the exposure times and the respec-
tive acceptances. For simplicity, 5 off-regions for each on-region
observation and a 5% systematic error were considered [17]. A
detection must exceed a significance above 5r and a signal over
5% of the background.

Galactic Surveys. For Galactic sources, we consider all associ-
ated/unassociated sources at low Galactic latitude (jbj < 2$). The
Galactic sample includes high-mass binaries, supernova remnants
(SNRs), pulsar wind nebulae (PWNe) and unassociated sources.
Throughout, we have excluded sources listed in the Second Fer-
mi/LAT AGN Catalog [39] and highly variable unidentified sources

(with a Fermi/LAT Variability Index (VI) greater than 41.6, as de-
scribed in the catalog) in order to strictly collect bona fide or poten-
tial Galactic sources. This strategy resulted in a total of 196
tentatively tagged sources in the Galactic category at jbj < 2$.
Repeating the exercise for sources at jbj < 5$ increases the initial
sample to 297. Given the limited spatial information from the
2FGL, we model the entire sample as point sources. The key vari-
able to consider is the time employed per pointing. Fig. 7 shows
that P 70 2FGL sources (or 35% of the initial sample) are detected
by CTA with exposure times of 5 h or more when using full-array
configurations (B, D, E or I). The performance of smaller subsets
of the array (s4-2-120 and s9-2-120 with 4 and 9 medium-sized
telescopes, respectively) has also been considered. While not as
effective as a fully dedicated array, the fraction of detected sources
remains significant (Fig. 7). One option would be to use large-sized
telescopes for extragalactic sources (which tend to have soft spec-
tra) and small/medium-sized telescopes for the Galactic Plane
sources (which tend to have hard spectra). Although this is not
possible within a survey strategy, note that up to % 50% of the
2FGL sample of Galactic sources are within the reach of CTA, using
exposure times as long as 50 h/source (Table 2). The best array con-
figurations for this are B and E. With the observed Fermi/LAT source
density in the Galactic plane (jbj < 5$) and a 25 square degree FoV
gives an average of 2 sources per field, a total of 4000 h would be
needed to complete a targeted survey returning 50% of the Fermi/
LAT Galactic catalog.

Extragalactic Surveys. In the case of extragalactic sources, we
consider a subset of 561 Fermi-labeled extragalactic sources [33].
For the latter, the extrapolated VHE spectra were attenuated using
current estimations of the EBL absorption as a function of redshift
[40]. For nearby hard sources C < 2, a straight extrapolation could

Fig. 6. Expected cumulative source counts as a function of the integral gamma-ray flux of VHE blazars. The five panels correspond to different photon energies, as indicated in
the panels. Green curves correspond to a blank field all-sky survey, blue curves for a follow-up of Fermi blazars (assuming a Fermi/LAT sensitivity limit of
3& 10!9 photons cm!2 s!1 above 100 MeV). The horizontal thin solid line is the total expected number of blazars above the Fermi/LAT sensitivity. Solid curves include EBL
absorption, dashed curves do not. The CTA 5r, 50 h detection limit with array E is also shown. The blue solid curve in the panel of 10 TeV is shifted upward artificially by a
factor of 1.2 for the purpose of presentation, because the blue solid and green solid curves totally overlap with each other. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

Table 1
Expected blazar source counts for CTA all-sky survey (total time 250 h) with
sensitivity of array I assuming a FoV of 7$ and various energy thresholds.

Area (deg2) 19000 9600 1900 190

Exposure (hr/FoV) 0.5 1 5 50

>30 GeV 26 19 7.5 1.7
>100 GeV 25 18 7.2 1.7
>300 GeV 14 9.1 4.0 0.87
>1 TeV 4.3 2.9 1.2 0.28

324 G. Dubus et al. / Astroparticle Physics 43 (2013) 317–330

Dubus, YI, +’13  
for CTA Special Issue



A New Blazar Luminosity Function

• Utilizing the latest 403 Fermi/LAT blazar samples, a new 
blazar luminosity function is constructed (Ajello, MASC, YI,+’15).

the EBL:
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We rely on the EBLmodel of Finke et al. (2010) and use Ha = 1.7
and Hb = 2.6, which reproduces the long-term averaged spectra
of bright BL Lacs with GeV–TeV measurements (RBS 0413,
Mrk 421, Mrk 501; see Aliu et al. 2012; Abdo
et al. 2011a, 2011b) and those of bright FSRQs (like 3C
454.3, 3C 279, 3C 273, etc.) observed byFermi-LAT. Typically,
all blazar spectra show a high-energy cutoff that reflects the
distributions of the accelerated particles. This is located at ⩾E 1
TeV and ⩽E 100 GeV for BL Lacs and FSRQs, respectively.
Here, including such cutoffs makes very little difference because
for BL Lacs the cutoffs are at energies larger than those probed
here, while for FSRQs, because of the larger average redshifts,
the EBL efficiently suppresses their >50 GeV flux.

For the model reported above, the high-energy peak is a
function of Eb alone for fixed Ha and Hb. We calibrated the
relationships between Eb and the LAT-measured power-law
photon index via simulations and found that it can be
approximated as xElog (GeV)b 9.25 – 4.11Γ (see left panel
of Figure 2). The spectral curvature seen in bright LAT blazars is
typically characterized using a logParabola model

r B C� �dN dE E E/ ( / ) E E
0

log( / )0 (known to well approximate
blazar SEDs only around their peak), where α is the photon
index at energy E0 and β is the curvature parameter (Nolan et al.
2012). In order to ascertain that our SED model reproduces the
correct amount of spectral curvature observed in blazars, we
simulated LAT observations of ∼1600 blazars with fluxes
randomly extracted from the 3LAC catalog and a spectrum
described by Equation (11). We treated these spectra as the real
data and whenever the logParabola model was preferred over the
power law at ⩾4σ (as in Nolan et al. 2012), we estimated the α
and β parameters. As Figure 2 (right panel) shows, these are
found to be in good agreement with the parameters of the real
blazar set, validating our choice of the SED model.
We thus use the above � (Eb relation to predict the

integrated emission of the blazar class that we compute as
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Figure 1. Observed redshift (upper left), photon index (upper right), 0.1–100 GeV source-count (lower left), and 10–500 GeV source-count (lower right)
distributions of Fermi-LAT blazars. For the upper panels, the continuous solid line is the PLE model convolved with the detection efficiency of Fermi-LAT (see Abdo
et al. 2010c), while for the lower ones, it represents the predictions of the LF models. The 68% uncertainty band in the lower right panel shows the prediction of the LF
and SED model for the 10–500 GeV source counts. Error bars compatible with zero are 1σ upper limits for the case of observing zero events in a given bin.
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We rely on the EBLmodel of Finke et al. (2010) and use Ha = 1.7
and Hb = 2.6, which reproduces the long-term averaged spectra
of bright BL Lacs with GeV–TeV measurements (RBS 0413,
Mrk 421, Mrk 501; see Aliu et al. 2012; Abdo
et al. 2011a, 2011b) and those of bright FSRQs (like 3C
454.3, 3C 279, 3C 273, etc.) observed byFermi-LAT. Typically,
all blazar spectra show a high-energy cutoff that reflects the
distributions of the accelerated particles. This is located at ⩾E 1
TeV and ⩽E 100 GeV for BL Lacs and FSRQs, respectively.
Here, including such cutoffs makes very little difference because
for BL Lacs the cutoffs are at energies larger than those probed
here, while for FSRQs, because of the larger average redshifts,
the EBL efficiently suppresses their >50 GeV flux.

For the model reported above, the high-energy peak is a
function of Eb alone for fixed Ha and Hb. We calibrated the
relationships between Eb and the LAT-measured power-law
photon index via simulations and found that it can be
approximated as xElog (GeV)b 9.25 – 4.11Γ (see left panel
of Figure 2). The spectral curvature seen in bright LAT blazars is
typically characterized using a logParabola model

r B C� �dN dE E E/ ( / ) E E
0

log( / )0 (known to well approximate
blazar SEDs only around their peak), where α is the photon
index at energy E0 and β is the curvature parameter (Nolan et al.
2012). In order to ascertain that our SED model reproduces the
correct amount of spectral curvature observed in blazars, we
simulated LAT observations of ∼1600 blazars with fluxes
randomly extracted from the 3LAC catalog and a spectrum
described by Equation (11). We treated these spectra as the real
data and whenever the logParabola model was preferred over the
power law at ⩾4σ (as in Nolan et al. 2012), we estimated the α
and β parameters. As Figure 2 (right panel) shows, these are
found to be in good agreement with the parameters of the real
blazar set, validating our choice of the SED model.
We thus use the above � (Eb relation to predict the

integrated emission of the blazar class that we compute as
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Figure 1. Observed redshift (upper left), photon index (upper right), 0.1–100 GeV source-count (lower left), and 10–500 GeV source-count (lower right)
distributions of Fermi-LAT blazars. For the upper panels, the continuous solid line is the PLE model convolved with the detection efficiency of Fermi-LAT (see Abdo
et al. 2010c), while for the lower ones, it represents the predictions of the LF models. The 68% uncertainty band in the lower right panel shows the prediction of the LF
and SED model for the 10–500 GeV source counts. Error bars compatible with zero are 1σ upper limits for the case of observing zero events in a given bin.

4

The Astrophysical Journal Letters, 800:L27 (7pp), 2015 February 20 Ajello et al.

Ajello, MASC, YI+’15 Ajello, MASC, YI+’15

Redshift Distribution Source Count Distribution



Axion-Like Particles & Secondary γ-rays

• Axion-Like Particles (ALPs) modify the gamma-ray 
attenuation effect (e.g. De Angelis+07; Sánchez-Conde+09; Horns+12). 

• Secondary gamma rays from cosmic rays along line of sight 
(e.g. Essey & Kusenko ’10, Essey+’10, Essey+’11, Murase+’12,Takami+’13). 

seen from sources beyond z ¼ 1 [8]. We will, therefore, consider
two different redshifts consistent with the lower bound.

The dependence of the secondary spectrum on the redshift of
the source [4] can be easily understood. The electromagnetic
showers induced by the interactions continue to soften the spec-
trum until the gamma rays produced have an energy such that
the optical depth s K 1. The optical depth grows with distance,
and it also grows with energy. Thus the low-energy peak of the sec-
ondary spectrum occurs at a lower energy for more distant sources,
leading to a softer spectral shape. For two different redshifts, the
spectral shapes at high energies are similar, as long as the condi-
tion s" 1 holds true for both redshifts.

We will show that some combinations of redshift and EBL give a
good fit to the VHE data. In particular, we compare with the data our
theoretical predictions for secondary gamma rays assuming that (i)
the source is at z ¼ 0:6 and EBL spectrum based on Ref. [27]; (ii) the
source is at z ¼ 1:0 and z ¼ 1:3 for a lower level of EBL based on Ref.
[25]. Each of these possibilities produces a substantially better fit to
the data than a primary gamma ray spectrum obtained in the ab-
sence of cosmic rays. This is remarkable because the shape of the
high-energy spectrum is quite robust and independent of any mod-
el parameters. This successful fit to the data provides additional
credence to the idea that distant gamma-ray sources are dominated
by a hard, secondary spectrum. However, the spectral shape and fit
to experimental data alone cannot distinguish between the differ-
ent models of EBL and different redshifts. One can, however, use
flaring and variability data to infer further information on the tran-
sition from primary to secondary spectrum and to gain information
about both the EBL and the redshift of the source.

While the shape of the spectrum is robust, its normalization de-
pends on the source luminosity in protons Lp, which is not known.
In what follows, we obtain the best fit for isotropic equivalent
source power in protons Lp;iso ¼ ð1$ 10Þ & 1049 erg/s. The true
intrinsic luminosity can be smaller by several orders of magnitude,
depending on the jet opening angle h. In particular, for h ¼ 3', the
required intrinsic luminosity is comparable to the Eddington lumi-
nosity of a black hole with a mass M ( ð1$ 8Þ & 108 M). Of course,
only a fraction of the jet energy is transferred to high-energy par-
ticles. For a non-spherical accretion with a jet, the Eddington lumi-
nosity is not necessarily a limiting factor, and there is growing
evidence of super-Eddington luminosities in relativistic outflows
in GRBs and in very powerful blazars [33]. The required luminosity
is consistent with general principles of acceleration, as long as
most of the accretion energy is converted efficiently to the kinetic
energy of the jet, rather than to thermal radiation of the accretion
flow [8].

Some assumptions must be made about the strengths of inter-
galactic magnetic fields (IGMFs) along the line of sight. If IGMFs
are greater than ( 3& 10$14 G, they can cause sufficient deflections
of protons to diminish a contribution of secondary gamma rays. For
very small magnetic fields, below 10$17 G, the low-energy part of
the spectrum (which is not as robust as the TeV part) may exceed
the observations of Fermi [12]. Therefore, we choose to fit the data
for IGMFs of the order of 10$15 G, in the middle of the allowed
range inferred from observations [12].

Blazars are known to be variable with the variability correlated
across a wide range of energies [29]. Secondary gamma rays, on the
other hand, would have this variability washed out [7], and no var-
iability should be seen in the secondary component on the time-
scale of the VERITAS observations. Thus it is reasonable to
consider the possibility that the observation at lower energies
was due to a flaring state, which should typically have a timescale
of the order of days to months [29]. The flaring is further supported
by Swift data for the VERITAS observation period [30,32]. One can
expect further observations to detect a lower flux state (unless low
energy data again points to a flaring state), which should be clearly

evident at energies where s* 1. However, the secondary compo-
nent should not correlate with this lower energy state and would
remain roughly constant.

3. Results

In Figs. 1–3 we illustrate the effect of flaring and show the ex-
pected spectra for both a high state and a low state for two differ-
ent redshift-EBL combinations. The data are available from
VERITAS [30,32] and MAGIC [31]. These data are not contempora-
neous, and there can be differences in systematic and statistical er-
rors between the two sets of data. In Figs. 1–3 we show the data
from VERITAS, which were accumulated over a longer period of
observation and have smaller error bars. Our best-fit curves that
agree with VERITAS data fit the MAGIC data as well.

In each case the flux of the primary component is decreased by
a factor 4 (which is reasonable for illustrative purposes and is con-
sistent with observations [30,32,31]), while the secondary compo-
nent remains constant. Although the flaring spectral data revealed
little difference between the two scenarios, a comparison of the
high and low states shows some marked differences. Firstly, the
spectral shape of the higher redshift source’s low state is signifi-
cantly softer than the lower redshift source. Secondly, the ratio
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Fig. 1. Predicted spectrum of PKS 1424 + 240 (solid black line), assuming z ¼ 0:6,
the lowest redshift consistent with the lower bound [23], for EBL model of Ref. [24].
The blue dot-dashed line is primary spectrum (spectral index c ¼ 1:65); red dashed
line is secondary gamma rays for the mean IGMF of B ¼ 10$15 G with a correlation
length of 1 Mpc; black solid line is the combined spectrum of primary and
secondary gamma rays. Also shown are the VERITAS and Fermi data points. The
purple line represents the total spectrum with primary signal suppressed by a
factor of 4 (low state). (For interpretation of the references to colour in this figure
caption, the reader is referred to the web version of this article.)
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Fig. 2. Same as Fig. 1, but assuming redshift z ¼ 1:0 and using EBL model of Ref.
[25].

W. Essey, A. Kusenko / Astroparticle Physics 57–58 (2014) 30–32 31

PKS 1424+240  (z=0.6) 
Secondary Gamma Rays

Essey & Kusenko ‘14

De Angelis et al. [13]. We always find that the photon
intensity below 200–300 GeV decreases when including
the oscillation to ALPs regardless of the ALP and/or IGM
parameters, while De Angelis et al. find that the photon
intensity increases for a large range of the phase space they
tried (see their Fig. 1 in Ref. [13]). At those low energies
the photon attenuation due to pair conversion in the EBL is
relatively low (see Fig. 4) and thus the few ALPs that
convert to gamma photons do not imply any substantial
relative increase in the photon intensity. On the other hand,
1=3 of the photons oscillate to ALPs, which causes a
substantial decrement in the amount of gamma photons
with respect to those we would have in the absence of
ALPs. Therefore, we think it is very difficult to get a
photon enhancement at energies !100 GeV. On the other

hand, the axion-boost factors we find at high energies
(> 300 GeV) are substantially lower than those obtained
in [13]. As an example, in the case of a Kneiske best-fit
EBL model with B ¼ 1 nG, we find a boost !4 at
500 GeV, whereas De Angelis et al. obtain !20 for the
same photon energy and the same redshift (note that, in
order to carry out a one-to-one comparison with that work,
we also used M11 ¼ 4, as they do). One of the reasons for
the discrepancy in the axion-boost factors is the used EBL
model. We noted that the EBL model shown in Fig. 1 of
Ref. [13] is substantially more attenuating than the one
from the Kneiske best-fit EBL model, which is the one we
are using. Consequently, the axion-boost factors reported
in Ref. [13] are larger than the ones they would have
obtained if they had used the Kneiske best-fit EBL model.
Besides that, it is not clear to us whether the change in
photon energy due to cosmological redshift (see Sec. II B)
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FIG. 4 (color online). Effect of photon/axion conversions both
inside the source and in the IGM on the total photon flux coming
from 3C 279 (z ¼ 0:536) and PKS 2155-304 (z ¼ 0:117) for two
EBL models: Kneiske best fit (dashed line) and Primack (solid
line). The expected photon flux without including ALPs is also
shown for comparison (dotted line for Kneiske best fit and dot-
dashed line for Primack).
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FIG. 5 (color online). Boost in intensity due to ALPs for the
Kneiske best fit (dashed line) and Primack (solid line) EBL
models, computed using the fiducial model presented in
Table II for 3C 279 (z ¼ 0:536) and PKS 2155-304 (z ¼ 0:117).
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Effect of ALPs 
BIGMF = 0.1 nG



Cumulative Source Count Distribution
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Figure 2: Cumulative source count distribution in di↵erent energy bands for the di↵erent scenarios discussed in the text: intrinsic spectrum
(black solid line); EBL absorption (blue solid); EBL+ALPs (red lines); EBL + secondary gamma rays (magenta lines). In the last two
scenarios, dashed and solid curves refer to two di↵erent values of the IGMF strength, see legend. In the energy bands in which information
are available, we also show the integral flux sensitivity of CTA-South (vertical, orange dashed-dotted) and North (5�, 50hr observation per
FoV) (vertical, red dashed-dotted); Hybrid (5�, 1 year) (vertical, blue dashed-dotted); LHAASO (5�, 1 year) (vertical, purple dashed-double
dotted); HAWC (5�, 1 year) (vertical, green dashed-triple dotted).

1.7 and 2.7 located at redshifts z = 0.3 and 3.

3. Results170

In Fig. 2 we present the blazar cumulative source count
for all the above mentioned scenarios in di↵erent energy
bands. We report the expected flux sensitivity limits for
the reference CTA-North and CTA-South (5�, 50hr) as
derived from [79] with the CTA instrument response func-175

tion provided by [80]. We also present results for HAWC
(5�, 1yr) [81], LHAASO (5�, 1yr) [82] and Hybrid (5�,
1yr) [20].

To optimize the sensitivity over a very broad dynamic
range of gamma-ray energies, CTA will comprise telescopes180

of three di↵erent sizes. Respectively from the largest to the
smallest they are tuned for the energy range: 20 GeV .
E . 200 GeV, 100 GeV . E . 10 TeV, 1 TeV . E . 300
TeV. They are also designed with di↵erent fields of view
(roughly 5�, 7�, 9� from the largest to the smallest tele-185

scopes. Observation strategies will adopt a combination

of sub-arrays with di↵erent contributions to the sensitiv-
ity of the overall array. The pronounced di↵erence of the
sensitivity between CTA-South and CTA-North at high
energies is due to the lack of the smallest telescopes in the190

latter, and at low energies to the presence of fewer middle
sized telescopes and a larger geomagnetic field intensity at
the CTA-North site [83, 84].

In Table 1, we summarize the expected source detection
counts in di↵erent energy bands for a CTA unbiased sur-195

vey of 1000 hours from either the Southern or the Northern
location, assuming the standard model with only gamma–
ray absorption on the EBL. We consider the cases of 50, 5
and 0.5 hours observation time. For CTA-South, we con-
sider FoV of 5�, 7�, 9� respectively for observation in the200

energy bands > 30 GeV, > 300 GeV, > 2 TeV. CTA-North
will not host any small sized telescope, thus we assume a
FoV of 7� even at > 2 TeV. The sky coverage for a survey
of 1000 hr with observation of 0.5 hr each is 5⇥ 104 deg2,
9.8⇥104 deg2, 1.6⇥104 deg2 respectively for the assumed205

FoV of 5�, 7�, 9�. The total portion of the sky covered

4

>30 GeV >300 GeV >2 TeV >10 TeV
5x10-2 deg-2 2x10-2 deg-2 5x10-3 deg-2 3x10-4 deg-2

Assuming EBL attenuation only and 50 hr obs. per FoV
De Franco+’17



200 hrs Blind Surveys

• FoV of 5°, 7°, 9° at >30 GeV, >300 GeV, >2 TeV 

• FoV of 7° at > 2 TeV for CTA-North (no SSTs) 

• ALPs reduce # of blazars at >30 GeV. 

• 2x more blazars with the secondary scenario.

De Franco+’17

Figure 3: Cumulative source count as a function of redshift for CTA-South, assuming a 5� integral flux sensitivity and 50 hr exposure
observation. Dashed horizontal line represents 1 source detected in a 200 hr survey.

CTA-South/North – 0.5 hr

>30 GeV >300 GeV >2 TeV >10 TeV

No EBL 56/22 156/68 96⇤/36 20⇤/8
EBL 35/13 32/15 10⇤/4 -/-

ALP (B=10�10 G) 19/7 25/12 8⇤/4 -/-
ALP (B=10�11 G) 24/9 30/14 10⇤/4 -/-

Secondary (B=10�15 G) 47/18 36/16 12⇤/5 1⇤/-
Secondary (B=10�17 G) 76/32 45/20 14⇤/6 1⇤/-

Table 2: Estimated source count for a blind survey of 200 hours with observations of 0.5 hr with CTA-South and CTA-North in di↵erent
energy bands and for the models considered in this paper. See text for further details. Note: ‘-’ mark denotes no expected detection; ‘*’ this
source count corresponds to a survey of half of the sky, which is completed in ⇡130 hours
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Figure 3: Cumulative source count as a function of redshift for CTA-South, assuming a 5� integral flux sensitivity and 50 hr exposure
observation. Dashed horizontal line represents 1 source detected in a 200 hr survey.

CTA-South/North – 0.5 hr

>30 GeV >300 GeV >2 TeV >10 TeV

No EBL 56/22 156/68 96⇤/36 20⇤/8
EBL 35/13 32/15 10⇤/4 -/-

ALP (B=10�10 G) 19/7 25/12 8⇤/4 -/-
ALP (B=10�11 G) 24/9 30/14 10⇤/4 -/-

Secondary (B=10�15 G) 47/18 36/16 12⇤/5 1⇤/-
Secondary (B=10�17 G) 76/32 45/20 14⇤/6 1⇤/-

Table 2: Estimated source count for a blind survey of 200 hours with observations of 0.5 hr with CTA-South and CTA-North in di↵erent
energy bands and for the models considered in this paper. See text for further details. Note: ‘-’ mark denotes no expected detection; ‘*’ this
source count corresponds to a survey of half of the sky, which is completed in ⇡130 hours
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Figure 4: Same as Figure 3, but assuming 0.5 hr exposure observations.

HAWC / LHAASO / Hybrid – 5 years

>300 GeV >2 TeV >10 TeV

No EBL -/353/40 77/ 685/28 -/67/-
EBL -/71/8 8/55/3 -/1/-

ALP (B=10�10 G) -/56/6 7/48/2 -/1/-
ALP (B=10�11 G) -/66/8 8/53/3 -/1/-

Secondary (B=10�15 G) -/81/9 10/76/4 -/2/-
Secondary (B=10�17 G) -/100/11 12/90/4 -/2/-

Table 3: Estimated source count with 5 years of HAWC/LHAASO/Hybrid data, in di↵erent energy bands and for the models considered in
this paper. See text for further details. Note: ‘-’ mark denotes a missing result due to integral flux sensitivity not available for the instrument
in the specific energy band.
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Cumulative Redshift Distribution

• z~2 blazars will be detected. 

• Secondary gamma rays will enable us to detect z~0.4 
objects even at >2 TeV (see also YI, Kalashev, & Kusenko ‘14).

De Franco+’17
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Figure 4: Same as Figure 3, but assuming 0.5 hr exposure observations.

HAWC / LHAASO / Hybrid – 5 years

>300 GeV >2 TeV >10 TeV

No EBL -/353/40 77/ 685/28 -/67/-
EBL -/71/8 8/55/3 -/1/-

ALP (B=10�10 G) -/56/6 7/48/2 -/1/-
ALP (B=10�11 G) -/66/8 8/53/3 -/1/-

Secondary (B=10�15 G) -/81/9 10/76/4 -/2/-
Secondary (B=10�17 G) -/100/11 12/90/4 -/2/-

Table 3: Estimated source count with 5 years of HAWC/LHAASO/Hybrid data, in di↵erent energy bands and for the models considered in
this paper. See text for further details. Note: ‘-’ mark denotes a missing result due to integral flux sensitivity not available for the instrument
in the specific energy band.

11



Source Count Distribution

• With current IACTs’ data 

• different from a uniform distribution. 

• More uniform and wide sky coverage is required.
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Lower Bound on the Cosmic Gamma-ray Background
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• TeV source counts give lower limit on to the cosmic gamma-ray background. 

• Fermi has resolved more portion of the TeV sky than IACTs do. 

• CTA & HAWC surveys will be important in order to check this.
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Bounds on the Cosmic TeV Gamma-ray Background
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• Current limit at 0.1-10 TeV is 

• 3x10-8 (E/0.1 TeV)-0.8 exp(-E/2 TeV) < E2dN/dE < 1x10-7 (E/0.1 TeV)-0.5  [GeV/cm2/s/
sr] 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Redshift Distribution

• Redshift distribution of gamma-ray fluxes 

• at high energies, samples are not enough.
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Summary
• We revisit prospect for future CTA extragalactic survey taking 

into account 1): the latest blazar luminosity function, 2): axion-
like particles, and 3): secondary gamma rays. 

• the source density will be 5x10-2 deg-2 at >30 GeV with 50 hr 
obs/FoV. 

• 7-76 blazars will be detected at >30 GeV with two (North & 
South) 200 hr blind surveys (-> less than a year). 

• ALPs would reduce # of blazars at >30 GeV. 

• Secondary gamma rays will allow us to see out to z~1 at >2 TeV.



Spectral Model in Ajello+’15

• Blazar SED template 

• Break energy Eb

tant VHE blazars appear to have harder intrinsic spectra
than simple gamma-ray emission models [28], as well as
a redshift dependence of the observed spectral index that
is di↵erent from what was expected [29–32], although a
large uncertainty remains in the measured redshifts and55

spectral indices [33, 34]. To explain such intrinsically hard
spectra, several scenarios have been proposed in the lit-
erature such as secondary cascade components generated
by very high energy cosmic rays [35–37], emission from
stochastically accelerated particles in the jet [38], axion-60

like particles (ALPs) [39–45] and Lorentz invariance vi-
olation [39]. Except for the stochastic acceleration sce-
narios, that also su↵er from EBL attenuation, the other
mentioned processes would a↵ect gamma–ray propagation
in intergalactic space, potentially hardening the observed65

blazar spectrum as compared to the pure gamma-ray ab-
sorption on standard EBL scenario. This would be par-
ticularly true for sources located at high redshifts. In this
paper, we will study implications of ALPs and secondary
gamma rays on the source count distribution.70

ALPs are pseudo-scalar bosons similar in properties to
standard QCD axions [46, 47] but with a coupling constant
which is independent of their mass. They are predicted by
several extensions of the Standard Model and can consti-
tute all or part of the dark matter density (see, e.g., [48]75

for a recent review). Photons couple with ALPs in the
presence of external magnetic fields, therefore would such
kind of particles exist, VHE gamma rays would oscillate
back and forth to ALP in the source magnetic field and in
the intergalactic magnetic field (IGMF). ALPs would not80

interact with the EBL, possibly resulting in a less opaque
universe to VHE gamma rays. As a result, CTA would ob-
serve spectral hardening [49] of distant sources due to this
e↵ect. Yet, blazars are known to be variable objects, thus
finding statistically-significant spectral hardening in indi-85

vidual sources may be challenging. Instead, in this paper,
we study whether CTA could be expected to see a hint
of ALPs in the source count distribution, which would be
modified, especially at the highest energies probed by the
experiment.90

High and ultra-high-energy cosmic ray (UHECR) source
acceleration has not yet been uniquely identified, and AGN
could contribute to it up to the multi-EeV range [50] (but
see also [51]). Protons escaped from the AGN interact with
the intergalactic photon fields via photo-pion production95

(p� ! p⇡0 / n⇡+) and electron/positron pair production
(p� ! pe�e+). Both channels lead to cascades of particles
and secondary gamma rays, which would be detected along
the line of sight of the blazar [36, 37, 52–57], provided that
the IGMF is not strong enough to significantly bend the100

trajectory of the primary cosmic rays [52, 54]. Protons
with energies around ⇠1 EeV, i.e. below the Greisen–
Zatsepin–Kuzmin (GZK) cuto↵, would not be absorbed by
the cosmic microwave background (CMB) and could then
propagate over cosmological distances before interacting105

with the EBL photons in the infrared to ultraviolet wave-
length. Therefore, secondary gamma rays generated by

those protons would be emitted closer to the observer than
the original cosmic–ray acceleration site and thus would
su↵er less absorption on the EBL. The flux of secondary110

gamma rays would add to the source primary flux, in this
way enhancing the number of detectable sources for a cer-
tain flux sensitivity [13].

This paper is organized as follows. In Section 2, we de-
scribe the model used to compute the cumulative source115

count distribution under the above mentioned scenarios.
Discussion of the results is presented in section 3. Con-
clusions are given in section 4. Throughout the paper we
consider the cosmological parameters: H

0
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is the intrinsic source gamma–ray lumi-
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use the luminosity dependent density evolution (LDDE)
model in [14]. We set z
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For the opacity coe�cient ⌧ due to absorption of gamma-
ray photons on the EBL, we adopt the model of [59] as135

our reference one. We verified that there is no significant
disagreement in results computed with other EBL mod-
els [60–62]. Below, we explore the e↵ect of two di↵erent
scenarios on the cumulative source count distribution.

2.1. Axion-like particles140

The spectral distortions induced by photon/ALP mix-
ing on top of the EBL-absorbed source spectrum are com-
puted following [44]. The general e↵ect is a hardening of
the spectrum for sources at z & 0.2, yet this result largely
depends on the properties of the IGMF, to a large ex-145

tent unconstrained at present [63–70]. In this paper, we
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above. Because the LF displays steep power laws at high
redshift and luminosity, the only limit that matters is HL min,
which we set as the lowest observed luminosity. The normal-
ization factor K of Equation (11) is chosen so that a source at
redshift z and with index Γ, implying � (E E ( )b b given by
Figure 2 (left panel), has a rest-frame luminosity HL . We also
make sure that both the LF and SED models are able to
reproduce the 10–500 GeV source counts (Ackermann
et al. 2013), which is important to obtain a robust estimate of
the contribution of blazars to the high-energy EGB (see
Figure 1).

Integrating Equation (12) above 0.1 GeV for the three LF
models and averaging21 the results yield that all blazars
(including the resolved ones) emit 5.70
(±1.06) × 10−6 ph cm−2 s−1 sr−1, where the error is dominated
by the systematic uncertainties (all similar in magnitude) on
the Fermi-LAT detection efficiency (Abdo et al. 2010c), on
the missing associations, the differences between the three
LF models, and the scatter of the � (Eb relation. When
comparing this to the total EGB intensity of 11.3 q�

� �101.5
1.6 6

ph cm−2 s−1 sr−1 (AC14), we conclude that blazars produce
50�

�
11
12 % of the total EGB. Since the resolved component of

the EGB is 4.1(±0.4) × 10−6 ph cm−2 s−1 sr−1 (see AC14) and
most of the detected sources are blazars, we conclude that
Fermi-LAT has already resolved ∼70% of the total blazar
emission.

DISCUSSION

Figure 3 shows the spectrum of the integrated emission of
blazars.22 We find that the cutoff detected in the EGB spectrum
is well explained by EBL absorption of the high-energy blazar
emission. Above 100 GeV, the majority of the EGB is
produced by hard-spectrum blazars. Below this energy, blazars
cannot account for the entire EGB, in agreement with previous
findings (see Abdo et al. 2010c) that in the 0.1–100 GeV band,
unresolved blazars can account for only ∼20% of the

unresolved EGB intensity. Furthermore, it is difficult to
accommodate a blazar population that produces a larger
fraction of the <100 GeV EGB because of the constraint
placed by the level of the small-scale anisotropies of the H-ray
sky as measured by Fermi (Ackermann et al. 2012a). A blazar
population that reproduces the 0.1–100 GeV source-count data
(Abdo et al. 2010c) can account for ∼100% of the angular
power (Cuoco et al. 2012), but for only ∼20–30% of the
unresolved EGB.
Therefore, the remaining ∼50% (_ q �5.6 10 6

ph cm−2 s−1 sr−1) of the total EGB intensity (particularly at
<100 GeV) must be produced by other populations or emission
mechanisms. Star-forming galaxies and radio galaxies that, in
addition to blazars and millisecond pulsars23, are detected by
Fermi-LAT meet this requirement. Both star-forming and radio
galaxies were shown to contribute 10–30% of the EGB
emission (Fields et al. 2010; Makiya et al. 2010; Ackermann
et al. 2012b; Inoue 2011; Di Mauro et al. 2013). By summing
the contribution of star-forming galaxies (Ackermann et al.
2012b) and radio galaxies (Inoue 2011) to the contribution of
blazars derived here (see Figure 3), we find that these three
populations can naturally account for the intensity of the EGB
across the 0.1–820 GeV range sampled by Fermi-LAT. This
scenario does not change if we adopt different models for the
emission of star-forming and radio galaxies (e.g., Fields et al.
2010; Makiya et al. 2010; Di Mauro et al. 2013).
This study shows that the source populations already

detected by Fermi-LAT can account for the entire measured
EGB, leaving little room for other contributions. This can be
used to constrain the emission from “yet undetected” popula-
tions or diffuse processes. One of the most intriguing
mechanisms that can produce a diffuse H-ray flux is the self-
annihilation of DM present in the universe. Indeed, if DM is
composed of self-annihilating, weakly interactive massive
particles with masses of a few dozens to hundreds of GeV
(see, e.g., Bertone et al. 2005 for a review), then a diffuse GeV
background may be expected from annihilations in DM halos
across all cosmic epochs. This cosmological DM annihilation
would thus contribute to the measured EGB, potentially

Figure 2. Left panel: simulated break energy Eb (for Equation (11) with Ha = 1.7, Hb = 2.6) vs. measured power-law photon index for a set of simulated blazars. The
dashed line represents the best fit described in the text. Right panel: photon index (α, at 300 MeV) and curvature β (black data points) of the best-fitting logParabola
models to simulated double power-law spectra (e.g., Equation (11) with Ha = 1.7 and Hb = 2.6). The gray data points show the parameters for all the blazars (184)
whose curvature is significantly detected in the 3LAC catalog (Ackermann et al. 2014c).

21 We used a weighted average with 1/Ti
2 (e.g., inverse of flux variance for

each model) weights.
22 We neglected the secondary emission due to electromagnetic cascades
created by electron–positron pairs generated in the interaction of H -rays with
the EBL.

23 Millisecond pulsars were shown to produce a negligible (<1%) fraction of
the EGB (e.g., Calore et al. 2014).
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Figure 1: Averaged blazar SED with di↵erent photon index � and redshift z as observed at Earth for four di↵erent scenarios: intrinsic
spectrum (black solid line); EBL absorption (blue solid); EBL+ALPs (red lines); EBL + secondary gamma rays (magenta lines). In the last
two scenarios, dashed and solid curves refer to two di↵erent values of the IGMF strength, see legend. Normalization is set by the primary
gamma–ray flux at 0.1 GeV, and it is equal to 1 GeV cm�2 s�1.

present the case for which this e↵ect is evident: an IGMF
strength of B= 10�10 G and 10�11 G, uniform in 1 Mpc
domains but whose orientation randomly varies from one
domain to another. It is important to emphasize that the150

ALP scenario presented in [44] for the intergalactic case
only represents an average case over a large number of
realizations of the IGMF configuration (strength and ori-
entation). It has been shown that this average typically
leads to a less opaque universe to gamma rays as due to155

ALPs; however the actual range of possibilities is expected
to be much larger and, indeed, may lead to a more opaque
universe [71]. Therefore, as the precise e↵ect of intergalac-
tic ALP mixing on source spectra is hard to predict due to
the random nature of the IGMFs, the results shown here160

may be taken with caution and as a proof-of-concept only.

2.2. Secondary gamma rays

The secondary gamma–ray flux from proton cascade in
the intergalactic medium is calculated with the code de-
scribed in [72, 73] under the assumption B = 10�15 G and
10�17 G for which the e↵ect is evident. The secondary
gamma-ray spectrum shape does not strongly depend on

the bolometric proton luminosity of the source, nor on the
proton injection spectrum [36, 52]. However the gamma–
ray flux is proportional to the source bolometric luminos-
ity, L

p,bol

. In Ref. [74], the authors estimated L
p,bol

to be
of the same order, or slightly higher, than L

�,bol

for BL
Lac objects, while being one or two orders of magnitude
greater than L

�,bol

for FSRQs. The argument assumes a
jet populated by one proton per electron, i.e. a negligible
content of positron-electron in the jet. Although a scenario
with pairs only in the jet is ruled out by X-ray observa-
tion of FSRQs [75], we must note that a certain amount
of pairs component in the jet is not yet ruled out [75–78].
In this work we assume L

p,bol

= L
�,bol

and we consider for
the proton injection spectrum

j
P

(E) / E�2 exp(�E/E
p,max

) exp(�E
p,min

/E) (4)

with E
p,max

= 1 EeV, E
p,min

= 0.1 EeV. A previous work
performed a similar analysis, although using SED template
and GLF supported by the EGRET data [13].165

In Fig. 1 we show how EBL absorption, gamma–ray
oscillation to ALPs and secondary gamma rays modify the
observed spectrum of a source with photon indices of � =

3

Spectral Modeling

• We use an average blazar SED template in Ajello, MASC, YI+’15 and 
the YI+’13 EBL attenuation model. 

• For ALPs, we use the model by MASC+’09 with B = 10-11 and 10-10 G. 

• For secondary gamma rays, we use the model by Kalashev+’12 with 
B = 10-17 and 10-15 G

Figure 1: Averaged blazar SED with di↵erent photon index � and redshift z as observed at Earth for four di↵erent scenarios: intrinsic
spectrum (black solid line); EBL absorption (blue solid); EBL+ALPs (red lines); EBL + secondary gamma rays (magenta lines). In the last
two scenarios, dashed and solid curves refer to two di↵erent values of the IGMF strength, see legend. Normalization is set by the primary
gamma–ray flux at 0.1 GeV, and it is equal to 1 GeV cm�2 s�1.
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domains but whose orientation randomly varies from one
domain to another. It is important to emphasize that the150

ALP scenario presented in [44] for the intergalactic case
only represents an average case over a large number of
realizations of the IGMF configuration (strength and ori-
entation). It has been shown that this average typically
leads to a less opaque universe to gamma rays as due to155

ALPs; however the actual range of possibilities is expected
to be much larger and, indeed, may lead to a more opaque
universe [71]. Therefore, as the precise e↵ect of intergalac-
tic ALP mixing on source spectra is hard to predict due to
the random nature of the IGMFs, the results shown here160

may be taken with caution and as a proof-of-concept only.
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the intergalactic medium is calculated with the code de-
scribed in [72, 73] under the assumption B = 10�15 G and
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gamma-ray spectrum shape does not strongly depend on
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jet populated by one proton per electron, i.e. a negligible
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with pairs only in the jet is ruled out by X-ray observa-
tion of FSRQs [75], we must note that a certain amount
of pairs component in the jet is not yet ruled out [75–78].
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How large fraction of the VHE sky resolved 
by Fermi?

• Fermi has resolved 50-80% of the VHE sky (0.1-1 TeV). 

• CTA survey (at >50 GeV) will not drastically change the 
source counts. 

FIG. 4: Cumulative source count distribution N(> S) with
the uncertainty bands as in Fig. 3 together with the theo-
retical predictions from Ref. [12] (blue dashed line), [4] (red
dashed line) and [13] (green band). The vertical dotted brown
line shows the 5mCrab flux reachable by CTA in 240 hrs of
exposure [14].

Our best-fit model for the flux distribution dN/dS is
therefore, for S & 10�12 ph cm�2 s�1, a broken power-
law with break flux in the range Sb 2 [0.8, 1.5] ⇥ 10�11,
slopes above and below the break of ↵

1

= 2.49 ± 0.12
and ↵

2

2 [1.60, 1.75], respectively and a normalization
K = (4.60±0.35)⇥10�19 deg�2 ph�1 cm2 s. We believe
this describes the source counts of a single population
(blazars), because no re-steepening of the source count
distribution is observed and because the large majority
(97%) of the detected sources are likely blazars.

Fig. 4 reports the theoretical expectations for the
source count distribution given by blazars [4, 13] and BL
Lacs [12]. These models are consistent with the obser-
vations at bright fluxes, but are above the experimental
N(> S) by about a factor of 2 at S = 10�12 ph cm�2

s�1. We include in the same figure also the predicted
5mCrab sensitivity reachable by CTA in 240 hours in
the most sensitive pointing strategy [14]. At these fluxes
the source density is 0.0194± 0.0044 deg�2, which trans-
lates to the serendipitous detection of 200±45 blazars in
one quarter of the full sky. It is also interesting to note
that our analysis constrains the source count distribution
to fluxes that are much fainter than those reachable by
CTA in short exposures.

Once known, the source count distribution can be used
to estimate the contribution of point sources to the EGB.
This is performed by integrating the flux distribution
dN/dS as follows:

I =

Z S
max

0

S0 dN

dS0 dS
0 [ph cm�2 s�1 sr�1]. (3)

Choosing S
max

= 10�8 ph cm�2 s�1 we find that the

FIG. 5: Comparison between the pixel count distribu-
tion from the average of 20 simulations (blue points), and
the distribution from the real sky (red points). The
green points show the di↵erence between the two distribu-
tions. In each number of photon bin N

photons

ranging be-
tween [N

photon,1, Nphoton,2] we display N
pixel

with N
photons

2
[N

photon,1, Nphoton,2).

total integrated flux from point sources is 2.07+0.40
�0.34 ⇥

10�9 ph cm�2 s�1 sr�1 which constitutes 86+16

�14

% of the
EGB above 50GeV estimated in [2]. This validates the
predictions of models [3, 4, 12]. Point sources with fluxes
S > 1.3⇥10�12 ph cm�2 s�1 produce 1.47+0.20

�0.24⇥10�9 ph

cm�2 s�1 sr�1, while 6.0+2.0
�1.0 ⇥ 10�10 ph cm�2 s�1 sr�1

is produced by sources below that flux.
The Fermi-LAT has measured the angular power spec-

trum of the di↵use �-ray background at |b| > 30� and in
four energy bins spanning the 1-50GeV energy range [19].
For multipoles l � 155 the angular power CP is found to
be almost constant, suggesting that the anisotropy is pro-
duced by an unclustered population of unresolved point
sources. Indeed, Refs. [20, 21, 22] argue that most of
the angular power measured by the Fermi-LAT is due to
unresolved emission of radio-loud active galactic nuclei.
The angular power due to unresolved sources at

>50GeV can be readily predicted from the source count
distribution as:

CP =

Z S
max

0

(1� !(S0))S02 dN

dS0 dS
0[(ph cm�2 s�1)

2

sr�1],

(4)
The angular power evaluates to CP (E > 50GeV) =
9.4+1.0

�1.6 ⇥ 10�22 (ph/cm2/s)2 sr�1. This is the first
observationally-based prediction of the angular power at
>50GeV. Our estimation for CP (E > 50GeV ) is in good
agreement with the extrapolation of the Fermi-LAT an-
gular power measurements [19] above 50GeV and is con-
sistent with the calculated anisotropy due to radio loud
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Why Fermi has resolved the sky more even 
at ~1 TeV?

• 14 sources at the highest energy (585-2000 GeV) bin in the 2FHL samples, while 30 sources at 
>585 GeV in our sample. ⇒ Sky coverage is not the cause. 

• The dominant object Mrk 421 is variable. 

•  The CGB is the time-averaged spectrum. e.g. Fermi accumulated data 80 months for 2FHL. 

• We need long-term monitoring of TeV sources. ⇒ HAWC & current IACTs in the CTA era.
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the sensitivity information provided is insufficient to make a de-
tailed comparison of the performance in the overlapping region
which motivates this study.

As can be seen from the figure, the Fermi-LAT is photon starved
in the overlapping energy range and therefore the mFm (which is
equivalent to E2dN=dE) sensitivity worsens with increasing energy
proportional to E1. The Fermi-LAT 10-year sensitivity is extremely
uneven across the sky, due to the bright diffuse gamma-ray emis-
sion from cosmic-ray interactions in our Galaxy in that energy
range [17]. We show two positions, one labeled ‘‘inner Galaxy’’ at
l ¼ 10"; b ¼ 0" Galactic coordinates and one at high latitudes la-
beled ‘‘extragalactic’’, taking into account only the isotropic diffuse
emission [28]. The Galactic diffuse emission has a steeper spec-
trum than E#2 and is therefore increasingly less dominant with
higher energies in the Fermi-LAT [17]. For our study we will ignore
the Galactic diffuse background in the following. This has negligi-
ble effect on the energy at which the Fermi-LAT and CTA differen-
tial sensitivity curves overlap as seen in Fig. 1. It should be noted
that in the very inner parts of the Galaxy diffuse emission can be-
come an issue, even for CTA as shown in [16]. Contrary to the Fer-
mi-LAT, CTA is systematic error dominated in the overlapping
energy range. Therefore longer observations do not help the CTA
sensitivity in this range as can be seen from Fig. 1. Unless other-
wise noted, we have assumed that the source counts need to be
at least 5% above the background to be significantly detected (i.e.
we assumed that we can determine our background level to 5%
accuracy). While this is a reasonable assumption, for special obser-
vations, such as for pulsars (where the background can be deter-
mined by the off-phase), this might be overly conservative. Due
to the dominance of systematic errors for CTA in the overlapping
energy range, longer observation times do not significantly shift
the energy at which the Fermi-LAT and CTA sensitivity curves cross
as can be seen in Fig. 1.

Differential sensitivity is clearly not the only relevant factor
when comparing instruments in the overlapping range. The integral
sensitivity is relevant when aiming to detect a new source, and the
angular and energy resolution are clearly critical for imaging and
spectroscopy. Fig. 2 shows the angular resolution and the energy
resolution for the instruments operating (or planned) in the
$ 100 GeV range. As can be seen there are orders of magnitudes

differences between instruments in both quantities. Below
100 GeV the Fermi-LAT outperforms all ground-based instruments
in both angular and energy resolution. This is due to inherent fluctu-
ations in those particles above the Cherenkov threshold high in the
atmosphere for showers initiated by low energy primaries. So even
if the differential sensitivity of the Fermi-LAT and CTA is the same at
a given energy, the Fermi-LAT will be able to do a better measure-
ment of a source. While HAWC’s performance in these quantities
is rather modest, its main goal is to detect new sources and study
variability and find transients. HAWC is not shown in Fig. 1 as differ-
ential sensitivity curves has not been provided by the HAWC collab-
oration and indeed, it is not the relevant quantity for the
aforementioned goals. In the energy range at which this study is
focused, HAWC is not competitive with the Fermi-LAT and CTA
except perhaps for the detection of very short timescale transients
such as GRBs.

2. The sensitivity model

The sensitivity of gamma-ray detectors is determined by three
basic characteristics: the effective collection area, residual back-
ground rate and angular resolution, all of which are typically a
strong function of gamma-ray energy. For Fermi-LAT the relevant
curves are taken from [29] for instrument response function
pass6_v3, and for CTA from [30]. It should be noted that the usage
of the enhanced pass7 response-functions for the Fermi-LAT will
not substantially change the presented results. The difference in
effective area above 1 GeV is$ 10%. We also note that the CTA per-
formance is very likely to improve relative to that shown here, due
to analysis improvements and hardware performance and tele-
scope layout optimization. For a detailed description of the CTA
instrument response function, see [?] in this issue. Detection sen-
sitivity may be limited by statistical fluctuations of the back-
ground, by background systematics or by the number of detected
signal photons. The statistical limit is calculated using a maximum
likelihood approach, background systematics in CTA are assumed
to have a 1% rms [30], and a minimum of 10 photons is always re-
quired for a detection. The instrument point-spread functions
(PSFs) are assumed to be Gaussian for simplicity, with the 68% con-
tainment radius (h68) matched to that of the simulated instrument
response. This study builds on that presented in [34] but is more
precise in that it uses Monte–Carlo estimated background rates
and collection areas for a baseline CTA design (layout ‘‘E’’) [30]
rather than inferred values, derived for an idealized future Cheren-
kov array [35]. Array layout E is used as an example. This particular
configuration uses three telescope types: four 24 m telescopes
with 5" field-of-view, 23 telescopes of 12 m diameter with 8"

field-of-view, and 32 telescopes of 7 m diameter with a 10" field-
of-view. The telescopes are distributed over $ 3 km2 on the
ground. The study presented here uses the curves for an altitude
of 2000 m and a zenith angle of 20". The residual background rate
adopted for Fermi (unless otherwise stated) is taken from [29] and
is representative of the isotropic diffuse emission relevant for high
Galactic latitude sources. As previously stated we ignore the Galac-
tic diffuse emission which is justified, given its diminishing impor-
tance in the Fermi-LAT data above 10 GeV. The likelihood method
adopted is a simplified version of that used for data analysis:
events are binned in energy but counted (rather than fit) within
an energy-dependent aperture. To match the sensitivity achieved
using the standard method a background scaling factor of 0.6 is ap-
plied. This approach is used throughout except for the case of the
source extension studies described in Section 5, where a full treat-
ment is used.

In Fig. 3 we compare the sensitivity model to published curves
for the differential sensitivity of CTA and Fermi, agreement exists
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Fig. 1. ‘‘Differential’’ sensitivity (integral sensitivity in small energy bins) for a
minimum significance of 5r in each bin, minimum 10 events per bin and 4 bins per
decade in energy. For Fermi-LAT, the curve labeled ‘‘inner Galaxy’’ corresponds to
the background estimated at a position of l ¼ 10"; b ¼ 0" , while the curve labeled
‘‘extragalactic’’ is calculated using the isotropic extragalactic diffuse emission only.
For the ground-based instruments a 5% systematic error on the background
estimate has been assumed. All curves have been derived using the sensitivity
model described in Section 2. For the Fermi-LAT, the pass6v3 instrument response
function curves have been used. As comparison, the synchrotron and Inverse
Compton measurements for the brightest persistent TeV source, the Crab Nebula
are shown as dashed grey curves.
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